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Correction of Computed Tomogr Motion 
Artifacts Using Pixel-Specific Ba ojection 

Cameron J. Ritchie," Carl R. Crawford, Senior Member, IEEE, J. David Godwin, 
Kevin F. King, and Yongmin Kim, Fellow, ZEEE 

Abstruct- Cardiac and respiratory motion can cause artifacts 
in computed tomography scans of the chest. We describe a new 
method for reducing these artifacts called pixel-specific back- 
projection (PSBP). PSBP reduces artifacts caused by in-plane 
motion by reconstructing each pixel in a frame of reference that 
moves with the in-plane motion in the volume being scanned. 
The motion of the frame of reference is specified by constructing 
maps that describe the motion of each pixel in the image at 
the time each projection was measured; these imaps are based 
on measurements of the in-plane motion. PSBP has been tested 
in computer simulations and with volunteer data. In computer 
simulations, PSBP removed the structured arti€acts caused by 
motion. In scans of two volunteers, PSBP reduced doubling and 
streaking in chest scans to a level that made the images clinically 
useful. PSBP corrections of liver scans were lless satisfactory 
because the motion of the liver is predominantly superior-inferior 
(S-I). PSBP uses a unique set of motion parameters to describe 
the motion at each point in the chest as opposed to requiring that 
the motion be described by a single set of parameters. Therefore, 
PSBP may be more useful in correcting clinical scans than are 
other correction techniques previously described. 

I. INTRODUCTION 

ARDIAC and respiratory motion causes artifacts in com- C puted tomography (CT) scans of the chest [I], [2]. 
These artifacts are clinically significant because they may 
obscure pathology 131 or mimic disease [4]. These artifacts 
can be reduced or eliminated using fast scanning [SI, gating 
[6], underscan 171, overscan [8], halfscan [SI, or corrective 
reconstruction [lo]. Although each technique has merit [ 111, 
we will consider only corrective reconstruction in this paper. 

Motion artifacts in chest scans in magnetic resonance imag- 
ing (MRI) have been reduced by first describing motion with a 
parametric model and then modifying the reconstruction algo- 
rithm to correct for the modeled motion [12]-[15]. Crawford 
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et al. [IO] adapted this idea to CT reconstruction by deriving a 
filtered back-projection algorithm that corrected for motion in 
the chest that fit a time-varying expansion model (we denote 
this algorithm CTX). Using CTX, the effects of motion could 
be completely removed when the object function's motion 
fit the assumed model. The key to CTX correction was that 
the back-projection was performed in a frame of reference 
that moved according to the motion model. However, CTX's 
usefulness was limited by the fact that motion in the chest did 
not correspond to a time-varying magnification. 

A more physiologically correct model for respiratory motion 
is one in which points in the posterior portion of the chest 
remain essentially stationary while those above the midline 
expand approximately radially [ 161. Cardiac motion causes 
points in the left chest to move radially from the mediastinum. 
Additionally, there is motion in the superior-inferior (S-I) 
direction caused by diaphragmatic breathing and heartbeat. 
This S-I motion is difficult to measure, and thus it is difficult 
to correct. Therefore, all off the correction algorithms described 
here are applicable only superior to the heart midline where 
the S-I motion caused by diaphragmatic and left-ventricular 
motion is minimal. 

Maeda et al. [ 171 demonstrated that in MRI, the point-spread 
function is space-invariant in the absence of off-resonant spins. 
A consequence of this result (for blur caused by off-resonance 
with non-Cartesian k-space trajectories) is that for an on- 
resonance receiver, the image point is not corrupted by artifacts 
from neighboring points that are at different local frequencies. 
No11 et al. [18] used this result to develop a localized correction 
method for removing blurring in MRI images caused by off- 
resonance. No11 et al. used an autofocus technique to estimate 
unique correction parameters for each point in the image. They 
demonstrated that correction of points using locally estimated 
parameters did not create artifacts in adjacent regions that 
would recontaminate the target region. Ehman et al. [I31 
also used the results of Maeda et al. to develop a motion 
artifact correction method for MRI in which the correction 
was performed on a localized basis. However, their method 
relied on a time-varying magnification model of motion in the 
chest to estimate the motiion of each point. 

CTX's usefulness was limited by the fact that the time- 
varying magnification model was not valid for motion in the 
chest. For the type of molion that does occur in the chest, an 
exact filtered back-projection algorithm could not be derived. 
No11 et al. found that rome types of artifact correction benefited 
from estimating correction parameters for small regions and 
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then applying the correction locally. We have extrapolated this 
local correction idea from MRI to CT and developed a motion 
artifact correction algorithm in which the CTX time-varying 
model is applied on a local basis, and in which unique CTX 
model parameters are estimated for each point. We denote 
this algorithm pixel-specific back-projection (PSBP). To make 
PSBP useful, a method for estimating the local CTX model 
parameters was required. Therefore, we have also developed 
a method for estimating the in-plane motion of every pixel in 
the image at the time each projection is measured. 

The PSBP algorithm is heuristic in that we have not 
proven mathematically that the correction of one point is 
not corrupted by artifacts from neighboring points. Therefore. 
we make the assumption in PSBP that local correction is 
valid. Through experimentation, we have confirmed that this 
aqsumption appears to be true. PSBP was tested in computer 
simulations and on volunteer data. For the computer sim- 
ulations, PSBP reconstructions of projections taken from a 
moving test object eliminated all motion artifacts. For the 
volunteer data, PSBP reconstructions of chest scans taken 
from spontaneously breathing volunteers reduced doubling of 
vessels and blurring. 

This paper is organized as follows. In Section 11, we give 
a brief description of the CTX algorithm. In Section 111, we 
describe PSBP. In Section IV, we describe our method for 
extracting the in-plane motion. In Sections V and VI, we 
show the results of applying PSBP to computer-simulated and 
volunteer projection data, respectively. 

IT. DESCRIPTION OF CTX 

The CTX algorithm reduces motion artifacts by performing 
the back-projection in a frame of reference that moves with 
the object. The motion during scanning is modeled as a shift 
and as a magnification about some origin point (110. yo). CTX 
uses projection data during back-projection that corresponds 
to the location at which each point resided at the time each 
projection was measured. 

In CTX, let f(z, y) be the cross section that is to be recon- 
structed. A magnified and shifted version of f ( x .  y).  f ’ ( z .  y) 
is given by 

where a,  and a,, are shift factors, and Pz and fly are 
magnification factors. Both the a’s and the 0 ’ s  are assumed to 
be functions of projection angle 0,  which is in turn a function 
of time. The direction of the z axis is assumed to be the 
superior-inferior direction, and the z axis is perpendicular to 
the xy-image plane. 

A parallel projection P’(0 , t )  of f ’ ( z . g )  is given by the 
radon transform 

m m  

f / ( z ,  y)6(t - z cos Q ~ y sin 0)dxdy (2) 1, L P’(0,t) = 

where 6 ( t )  is a Dirac-delta distribution, and t is the detector 
position within the projection. Substituting (1) in (2) and 

computing the Fourier transform (FT) of P’(Q, t )  yields 
x 0 0  

S’ (Q.w)  = i, s_, f ( %  + Prc? a y  + P Y d  

XdY ( 3 )  e - ~ 2 . r r w ( z c o s O + y s i n O ) d  

where S’(0. W )  is the projection’s FT. The change of variables 

can now be made in (3) which yields 

By noting that the first two terms of (6) describe the two- 
dimensional (2-D) FT of the function f ( d , y ’ ) ,  (6) can be 
rewritten 

ej2.rrw [ 2 cos 8 + 3  sin O ]  

S ’ ( Q , w )  = 
P Z P Y  

(7) 

where F(u. .c )  is the 2-D FT. Equation (7) shows that the 
one-dimensional (1-D) FT of the projection P/(B, t )  is equal 
to a spoke of the 2-D FT of the magnified-and-shifted object 
function f ( z ’ .  y’) at angle 0’, where 0’ is given by 

8’ = tan-’ [ $ t an  Q] . (8) 

The expression for the inverse FT of the function F ( u , v )  
is given by 

J - m  J - 0 0  

Consider the following change of variables 

(10) U = ~ COS 8 
I& 

(1 1) v = - sin 0.  
P Y  

The Jacobian J ( u ,  w; w ,  Q) for this change of variables reduces 

W 

W 

to 

where Iwl is the filter function, and g(0) is given by 

and where Pz, and By, are the partial derivatives of Pz and 
By with respect to 0.  

Substituting (10) through (13) into (9) yields 

W C O S Q  wsin0 

(14) 
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where the limits of integration have been changed because 8 is 
periodic with a period of 7 r .  Now, a reconstructiion formula for 
a magnified and shifted object can be obtained by substituting 

where the a's and p's are the same in both equations. 
Combining (IS) and (19) and solving for Dz yields 

0,. = (20) 
x; - .; (7) into (14), which, after simplification yields 

I -  

21 - 5 2  

f ( z ;  y) = lT qe ([ 71 cos0 + [ y~] sin0)cid 
Substituting (20) back into (1 8) yields an expression for a,  

(15) 
where qe( t )  is the filtered projection of f(x'; y'), which is 
defined as 

q e ( t )  = im S'(6',w)lwJg(B)e32"Wt$w. (16) 

The reconstruction formula in (15) shows that f(x, y) can be 
completely recovered from projections acquired from f ' ( x .  y). 
Equations (1)-( 16) describe the CTX algorithm for parallel 
projections. The fan-beam derivation is similar to the parallel 
derivation except that one must make the approximation that 
if the fan-beam data was rebinned into parallel projections, 
the magnification and shift factors would be independent of 
detector position. As shown in [lo], this assumption is reliable 
if the motion is slowly varying. 

30 

and 111. DESCRIPTION OF PSBP 

In the general case, 21' = f ( x 1 )  and 2 2 '  = f ( x 2 ) ,  where f 
is an arbitrary function. Making this change in (20) and (21), 
and then allowing the distance between x1 and 5 2  to go to 
zero reveals that a, and j3z become functions of derivatives 
of f .  If the I-D function f is now replaced with G (and H )  
from (17), the full derivatives become partial derivatives, and 

Although the CTX algorithm is mathematically correct, it is 
based on a model that does not describe motion in the chest. 
Furthermore, an exact back-projection algorithm could not be 
derived that accounted for this motion. Therefore, we made 
the assumption that the CTX model was valid only in a small 
region around each pixel, and that the a! and /3 parameters of 
the CTX model for each of these regions need not be identical. 
We then developed an algorithm in which each pixel was 
reconstructed in a frame of reference local to that pixel. To 
develop such an algorithm, we made the assumption that local 
correction was valid in CT reconstruction. 

To perform local correction, the motion in a body is first 
described by a temporally and spatially varying function 
(called a warping function). These warping functions are, in 
general, a function of space and projection angle 

dG a ! , z G - -  
32 

where a y  and By have been added because their derivation 
is identical. 

If our assumptions on the validity of local correction hold, 
then the pixel (x .y)  can now be reconstructed as shown in 
(15) where the a and ,L? values are defined as in (22) and (23). 
However, using (22) and (23) in (15) only approximates G 
and H .  Therefore, (15) should be rewritten using the exact 
inverses of the warping functions 

X' = G(z, y. 8) + [ H - l ( x ,  y, e ) ]  sin 0)dB (24) 

where (x', y') are the warped Cartesian coordinates, ( 2 .  y) are 
the nonwarped coordinates, 6' is the projectioin angle, and G 
and H are the warping functions. 

To apply the correction method of CTX on a local basis, the 
general warping functions in (17) need to be approximated for 
each pixel to match the magnification and shift model of (1). 
To make this approximation, the a and /3 values need to be 
extracted from the generic functions G and H .  To perform 
this extraction, first consider the 1-D case of two points being 
magnified and shifted in the x direction. The first point, x1, 
would move to a new location, xl', as given by 

where the functions q s ( t )  and g(Q)  are defined as in (16) and 
(13). 

Equations (24), (1 6), and (1 3) describe how an image of the 
object function f ( x .  y) can be reconstructed from projections 
of the warped object function f(z ' ,y ' )  if the assumption of 
local correction is valid. As was the case with the CTX 
discussion, (17)-(24) describe PSBP for parallel-beam pro- 
jections. The fan-beam dlerivation is similar to the parallel 
derivation except that one must make the approximation that 
if the fan-beam data were rebinned into parallel projections, 
the magnification and shift factors would be independent of 
detector position. 

x; = a!, + /?,XI (18) 
IV. MOTION TRACKING 

Because PSBP corrects for motion on a pixel-by-pixel basis, 
the in-plane motion of every pixel must be known before PSBP 

while the point x2 would move to location xk as given by 

x: = a, + p,x2 (19) 
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can be used to reduce motion artifacts in CT scans. Therefore, 
we developed a two-part tracking method that could generate 
a detailed description of the motion in the chest. In part one, 
we measure the position and displacement during scanning of 
identifiable points in the chest such as ribs and blood vessels. 
These points are denoted node points. We used two different 
methods for selecting and measuring node points depending on 
the type of motion artifact present in the image. In part two, 
we constructed motion maps that estimated the position of 
every point in the chest at the time that every projection was 
measured by spatially and temporally interpolating between 
the node points. 

A.  Node Points 

We developed two methods for measuring the in-plane 
motion of node points that occurred during scanning. For 
scans in which the artifacts manifested mainly as blurring and 
streakin?, a full revolution of data were reconstructed into 
overlapping halfscans, and the positions of moving structures 
were recorded in each halfscan. This method is denoted 
the halfscan method. For scans in which the motion caused 
streaking artifacts in halfscans that interfered with node point 
measurement, use of the halfscan method was precluded, and 
instead the in-plane motion of node-points was estimated 
by first reconstructing the projections with a conventional 
back-projection algorithm and then determining the distance 
between duplicated structures on the image. This method is 
denoted the doubled-structure method. 

For the halfscan method, we reconstructed multiple half- 
scans from a single revolution of projection data by incre- 
menting the starting angle of each halfscan. Typically, two or 
three degrees separated the halfscan starting angles. Therefore, 
because projection angle is proportional to time, the location of 
structures in each halfscan represented the average position of 
the structure over the time taken to acquire the projections 
from which the halfscan was reconstructed. Therefore, we 
arbitrarily specified that the position of each structure in each 
halfscan corresponded to the location of the structure at the 
time that the center projection of the halfscan was acquired. 
Because positions were temporally located at the time of the 
midpoint of the halfscan, no position data existed for times 
before the midpoint of the first halfscan or after the midpoint 
of the last halfscan. To estimate the positions of node points 
for these times, linear extrapolation was used. 

In each halfscan, the positions of structures such as the 
ribs, the sternum, the vertebrae, the pulmonary vessels, the 
heart wall, and the chest wall were recorded by analyzing the 
image with image processing software (Image 1.47, National 
Institutes of Health). For structures that appeared as points 
such as vessels imaged in cross section or a recognizable point 
on the chest wall, the (x, y) coordinates of the structure were 
recorded by placing a cursor over the structure. For structures 
that were larger than points (such as a rib), the image was 
first thresholded so that the structure of interest was above the 
threshold, and then the image processing software’s region 
growing function was used to segment the structure. After 
segmentation, the software computed the (x. y) coordinates of 

the structure’s center-of-mass. The (x, y) coordinates of the 
center-of-mass were used to define the structure’s position. 

For the doubled-structure method, we selected doubled 
structures such as vessels, the heart wall, or the sternum 
as node points and estimated the node’s displacements by 
measuring the distance between the two appearances of the 
same structure. The first appearance was taken as the average 
position of the node during the first half of the scan, and the 
second appearance as the average position during the second 
half of the scan. Positions at times between these two endpoints 
were estimated by linearly interpolating between the values. 
An inherent difficulty with this approach is that it will tend 
to overestimate the velocity of motion during the course of 
scanning. For this reason, we only used the doubled-structure 
method when artifacts were so severe that use of the halfscan 
method was precluded. 

For each volunteer image presented in this paper, approxi- 
mately 15 points were identified as node points. We attempted 
to choose points so that node points were spread uniformly 
over the image. However, we were forced to use points that 
we were able to follow over the course of the halfscans, or that 
demonstrated doubling. Therefore, we were not always free to 
select points uniformly over the image. 

B. Motion Maps 
After node points had been measured using either the 

halfscan or the doubled-structure methods, we computed the 
displacement of the point at the time of each projection. The 
x and ZJ displacement of each node point was determined by 
subtracting the present position of the node from its position 
at the time that the first projection was acquired. This first 
projection is denoted a reference projection. Two grids, equal 
in size to the image grid, were then created, and the x or y 
displacement of each node point was placed on the grid at the 
(z.y)  reference location of the node point. These grids are 
called 2- and y-motion maps (denoted Mz and Mu). 

To estimate the displacements of all the points in the 
motion maps that were not node points, we performed a three- 
point interpolation. For each point (x, y) that was not a node 
point, the three node points nearest to (x ,y)  that formed 
a triangle that enclosed (x ,y )  were selected. This selection 
was performed by first finding the three node points nearest 
to the point (xj y) and then determining if these three node 
points formed a triangle that enclosed (x, y).  If the three 
nearest node points did not form a suitable triangle, we then 
replaced each node point in the original triad with the fourth 
nearest node point, and repeated the triangle calculations. 
This procedure was repeated until a suitable triangle was 
formed. The interpolation was then performed by fitting a 
plane through the three selected node points and evaluating 
the equation of the plane at (i.,y). 

To ensure that all (z,y) were surrounded by at least three 
node points, we added node points at the edges of the motion 
maps prior to beginning the three-point interpolation process. 
These added node points were called synthetic node points to 
distinguish them from actual node points that were obtained by 
measuring the displacements of structures in halfscans. Five 
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synthetic node points were added along each edge of each 
map, and the displacement of these points was set equal to 
75% of the displacement of the nearest actual node point. The 
75% value was arrived at empirically by noting that this value 
eliminated doubling artifacts of the anterior surface of the chest 
wall. This 75% value is specific to a field-of-view (FOV) larger 
than 40 cm; for smaller FOV’s, a different value would have 
to be empirically determined. 

We found empirically that removing the discontinuities that 
arose along the borders of planes improved the motion artifact 
correction. Therefore, the maps were convolved with a 9 x 9 
averaging kernel [kernel computed the simple average of the 
pixel values in the 9 x 9 region around (2, y)]. The size of 
the kernel was determined empirically by visually comparing 
images reconstructed with kernels of different sizes. 

Motion maps were created at every time for which node 
point data existed. Temporally, this set of motion maps defined 
the displacement of every pixel at the time that the middle 
projection of each halfscan was acquired. However, the dis- 
placements of every pixel at the time that every projection was 
measured was required. Therefore, to form a motion map for 
each projection angle H for which a motion map did not already 
exist, we linearly interpolated between the nearest existing 
motion maps. 

describe the 
motion of every point in image space at the time that every 
projection war acquired. To obtain the warped coordinates of 
any point in the image plane, the displacement in the motion 
map is added to the position of the point the time at which 
the reference projection was acquired 

The set of motion-map functions Mz and 

L’ = xu + M z ( z ,  y. e )  
Y/ = Yo + M!f(x. Y, 0) (25) 

where (z’. g’) is the warped position of any point, and ( 2 0 ,  yo) 
is the position of the point at the reference time. Equation (25) 
is the discrete representation of G and H as described in ( I  7), 
and can thus be used with PSBP. 

V. COMPUTER SIMULATIONS 
We performed computer simulations to test both PSBP and 

our motion tracking algorithm. To test PSBP, we reconstructed 
projections of a warped object using PSBP and the exact 
inverses of the warping functions. To test motion tracking, we 
created projections of an object undergoing imotion, tracked 
the motion, and then reconstructed images using PSBP and 
the tracking data. 

A. PSBP 

We first developed specific examples of the warping func- 
tions G and H .  These functions described a radial magnifica- 
tion of all points in the object around an origin point located 
at the posterior edge of the object. This warping function was 
chosen because it approximated respiratory motion [ 161. We 
then made computer-simulated scans of a tesl object while it 
was warped according to these functions and reconstructed the 
images with a conventional algorithm and with PSBP. 

Y 

Fig. I .  
simulations. 

Diagram of the radial warping motion model used in computer 

The warping functions consisted of an angularly, spatially 
and temporally varying magnification about the point (zo, go) 
on the posterior edge of the test object 

and 
mo sin p 

me - (me - 1) sin cp 
H(x,y,O) = y’ == d 

where the terms in square brackets are magnification functions, 
d is the distance between the origin and the point being 
warped, p is the polar angle between the ray going through 
( x j y )  and ( x ~ , y o ) ,  and m,e is designated the magnification 
function 

FOV 
FOV - : r ’  

ms := 

In (28), i9 is the projection angle, FOV is the size of the 
field-of-view, and T is (he maximum motion of the most 
anterior point on the test object. As shown in Fig. 1, the warp 
described in (26) and (27) specifies that the new position of 
(z. y); (.r’> y’), is computed by moving the point along the ray 
connecting (x, y) and (xu, yo) an amount that is proportional 
to the distance between (20,  y o )  and (x, g) .  

To compute the Jacobian function for (26) and (27), (22) 
was used, yielding 

and 
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Fig. 2. Object used in computer simulations to verify theory behind PSBP. Fig. 3. Computer simulations for radial warping function during acquisition. 
Data for correction comes from a priori knowledge of the motion: (a) 
top left--conventional reconstruction, (b) top right-CTX reconstruction, (c)  
bottom-PSBP reconstmction. For all images: window = 1000 HU; level = 
0 HU. where M is given by 

The derivatives with respect to 6' of these /3 values were 
complicated, and therefore remaining calculations for the 
g ( 8 )  term in (13) were done using the computer program 
Mathematica (Wolfram ]Research Inc., Champaign IL). 

To test PSBP using the warping functions in (26) and (271, 
an image of a test object was first generated with no warping. 
This image, shown in Fig. 2, was denoted the static image. 
Parallel reprojections of the static image were then obtained 
while the pixels were moved according to (26) and (27). 
Reprojection was used because the positions of individual 
pixels could be specified in the reprojector. The warping 
motion was defined so that a point on the y axis 10 mm 
below the top edge of the FOV was warped to the edge of 
the FOV at the time of the final projection. This value was 
chosen to simulate the chest wall motion of a quietly breathing 
subject. The projections were filtered and backprojected with 
and without underscan using a conventional back-projection 
algorithm, CTX, and PSBP. 

Simulation images consisted of a 2562 matrix, reconstructed 
from 256 parallel projections spanning 360°, and 351 samples 
per projection. The FOV was 10 cm. The simulated scanner 
had a 630-mm source-to-center distance, a 1100-mm source- 
to-detector distance, a point source, and point detectors. The 
first projection was taken with the source at the top of the 
reconstruction circle, and parallel projections were acquired 
in a counter-clockwise direction. The choice of simulation 
parameters was made as a compromise between clinical reality 
and computation time. The pixel size in these simulations was 

equal to that in a real scan of a thorax (40-cm FOV, 5122 
matrix); however, computation time was reduced by choosing 
a small matrix and a small number of samples per projection. 

As shown in Fig. 3(a), images reconstructed with a conven- 
tional algorithm showed severe motion artifacts around the 
high-density points, black voids adjacent to each high-density 
circle, and vertical streaking. When CTX back-projection was 
used, the object boundary was partially restored to its original 
circular shape and some black voids were eliminated, but 
new voids were introduced around the left and right high- 
density points as shown in Fig. 3(b). When PSBP was used, the 
dark void artifacts and the streaking around the vertical high- 
density points were completely removed as shown in Fig. 3(c); 
however, some light vertical streaking was introduced. 

We then repeated the reconstructions of the projections 
from the object moving according to (26) and (27) using 
underscan. When the standard algorithm with underscan was 
used, streaking and black voids were reduced as shown in 
Fig. 4(a), but doubling of the object boundary and distortion 
of the high-density ellipses were still apparent. When CTX 
with underscan was used, streaking artifacts were reduced as 
compared to Fig. 3(b), but the image was still distorted as 
shown in Fig. 4(b). When PSBP with underscan was used, 
voids and distortions were completely removed as shown in 
Fig. 4(c), as was the vertical streaking apparent in Fig. 3(c). 

B. Motion Tracking 
To determine if the our motion-tracking method accurately 

measured the displacements that occurred during scanning, 
motion tracking was applied to computer-simulated projec- 
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Fig. 4. Computer simulations for radial warping function during acquisition. 
Data for correction comes from a priori knowledge of the motion: (a) 
Top left-conventional reconstruction with underscan, (b) top right-CTX 
reconstruction with underscan, and (c) bottom-PSBP reconstruction with 
underscan. For all images: window = 1000 HU; level = 0 HU. 

tions. The performance of the motion-tracking algorithm was 
evaluated directly by comparing actual motion to motion 
measured with tracking, and indirectly by comparing recon- 
structions made with PSBP and the tracking data. We used the 
halfscan method to identify and measure node points. 

Computer-simulated scans of a moving test object were 
performed. The test object is shown in Fig. 5. Points in the test 
object were warped about a point on the posterior edge of the 
large ellipse according to (26) and (27). A maximum motion 
of 10 mm was specified. One revolution (27r) of equal-space 
fan-beam projection data were generated from the moving 
test object. Simulation parameters were 256 projections per 
revolution, 35 1 samples per projection, 100-mm radius FOV, 
and a 256* reconstruction grid. The fan angle for this geometry 
was lo", and thus each halfscan required 200" of projection 
data. The dimension of time was added to the computer 

Fig. 5.  
motion tracking. 

Object used in computer simulations to verify PSBP combined with 

simulations by adjusting the motion parameters so that the 
amount of motion that would occur in a 1- or 2-s scan of 
a normally breathing volunteer was approximated [ 161. Time 
was added to these simulations so that we could assess the 
effect of larger amounts of motion (in the longer scans) on 
the quality of the motion tracking. From the projection data, 
halfscans were reconstructed every 5". The displacements of 
five node points corresponding to the high-density ellipses in 
the test object were tracked, and motion maps were formed. 

For the simulated 1-s scans, the motion-tracking algorithm 
was evaluated directly by comparing actual motions to mea- 
sured motions for the five node points. Referring to Fig. 5,  
the node points were first numbered from left to right. The 
difference between the actual and measured positions of each 
node point in both the x m d  y directions was computed as a 
function of projection angle. The mean and standard deviations 
of these differences, along with the actual maximum motion 
of each node point is given in Table I. 
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Fig. 6. Computer simulations for radial warping function during acquisition. 
Data for correction comes from motion tracking: (a) top left-2-s scan, 
conventional reconstruction, (b) top right-2-s scan, PSBP reconstruction. (c) 
bottom left-1-s scan, conventional reconstruction, and (d) bottom right-1-s 
scan, PSBP reconstruction. For all images: window = 1000 HU; level = 0 
HU. 

For both the simulated I-s and the simulated 2-s scans, 
the motion-tracking algorithm was evaluated indirectly by 
comparing reconstructions of the projections of the moving 
object using a standard algorithm to reconstructions using 
PSBP and the motion-tracking information. Underscan was not 
used. Using PSBP and the tracking data removed streaking 
artifacts and restored the test object boundary, as shown in 
Fig. 6. As expected, corrections of 1-s scans contained fewer 
streaking artifacts than corrections of 2-s scans because less 
motion occurred in the shorter scans. 

VI. VOLUNTEER SCANNING 

PSBP and the motion tracking algorithm were tested on 
scans of two volunteers. For the first volunteer, scans were 
obtained through the liver just below the diaphragm and 
through the base of the lung. At each level, the volunteer was 
first scanned while holding his breath, and then he was scanned 
again while he exhaled a deep breath. Scan time was 4.0 s. 
For the second volunteer, scans were obtained through the base 
of the lung only. The volunteer was scanned while breathing 
spontaneously, and no breath-holding image was obtained, 
although images obtained at end-expiration contained few 
motion artifacts. The image to be corrected was obtained 
during exhalation. Scan time was 1.0 s. The three levels from 
the volunteers were first reconstructed with a conventional 
algorithm. The images were then reconstructed with CTX and 
PSBP. Underscan was not used for the PSBP reconstructions. 

In the first volunteer (Figs. 7 and S), full-range respira- 
tory motion occurred during scanning which caused streaking 

Fig. 7. Scans through the liver from volunteer 1: (a) top left-Scan during 
breath hold, (b) top right-scan during exhalation showing streaking and 
doubling, (c) bottom left-scan in (b) reconstructed with CTX, and (c) bottom 
right-scan in (b) reconstructed with PSBP. For all images: window = 200 
HU; level = -200 HU. 

artifacts around node points such as the ribs as shown in 
Fig. 7. Therefore, the doubled-structure node point method 
was used for motion tracking. In the second volunteer, quiet 
breathing occurred during scanning, and thus streaking was 
not problematic as shown in Fig. 9. Therefore, the halfscan 
node point method was used for motion tracking; halfscans 
with start-angles every 5" were reconstructed. 

For the scan through the liver, the scan during breath- 
holding showed the abdominal wall as a single structure, 
and intestinal gas appears as black patches as shown in 
Fig. 7(a). The scan during exhalation reconstructed with a 
conventional algorithm showed streaking from the fluid-air 
interface (arrows), and the black patches corresponding to gas 
bubbles in the colon are severely distorted (arrowheads) as 
shown in Fig. 7(b). The scan during exhalation reconstructed 
with CTX showed streaking; however, the streaking and 
distortions around the gas bubbles are slightly less severe 
(arrows) as shown in Fig. 7(c). In addition, doubling beneath 
the anterior surface of the abdominal wall is reduced. The scan 
during exhalation reconstructed with PSBP showed the same 
streaking as in the CTX image; however, the distortions around 
the gas bubbles are slightly less severe (arrows), and the rib 
to the right of the air bubbles is now visible (arrowhead) as 
shown in Fig. 7(d). 

For the scans through the lung from the first volunteer, 
the scan during breath-holding showed the chest wall and 
the pulmonary vessels as well-defined structures as can be 
seen in Fig. S(a). The scan during exhalation reconstructed 
with a conventional algorithm showed dark patches in the 
lower right lung, and severe doubling of the chest wall and 
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Fig. 8. Scans through the chest from volunteer 1: (a) top left-Scan during 
breath hold, (b) top right-scan during exhalation. (c) bottom left-scan in 
(b) reconstructed with CTX, (c) bottom right-scan in (b) reconstructed with 
PSBP. For all images: window = 1000 HU; level = -700 HU. 

Fig. 9. Scans through the chest from volunteer 2: (a) top left-Scan during 
end-expiration, (b) top right-Scan during exhalation, (c) bottom left-scan in 
(b) reconstructed with CTX, anti (d) bottom right-scan in (b) reconstructed 
with PSBP. For all images: window = 1000 HU; level = -700 HU. 

chest wall position at end-exhalation as the reference position. 
The scan during exhalation reconstructed with PSBP showed 
reduced doubling of the chest wall (arrow) and of the vessels 
in the right lung (arrowheads) as shown in Fig. 8(d). Vessels in 
the left lung were almost resolved into single structures (open 
arrows), but some slight doubling remained. 

For the scans through the lung from the second volunteer, 
the scan at end-expiration showed well-defined vessels except 
near the moving heart wall (arrows) as shown in Fig. 9(a). The 
scan during exhalation reconstructed with a conventional algo- 
rithm showed minimal doubling of the chest wall, but severe 
doubling of the heart wall, and associated doubling of vessels 
(arrows) as shown in Fig. 9(b). The scan during exhalation 
reconstructed with CTX showed no noticeable reduction in 
doubling of the vessels (arrows) or heart wall (arrowhead), 
and added an additional distortion to the chest wall (open 
arrow) as shown in Fig. 9(c). The scan during exhalation 
reconstructed with PSBP showed a significant decrease in 
vessel (arrows) and heart wall doubling as shown in Fig. 9(d). 
Mediastinal structures in the left chest (arrowheads) are better 
defined, and doubling of vessels in the lower right chest is 
eliminated (open arrows). Doubling of the left and right heart 
walls and of vessels near the heart wall is nearly eliminated. 
Reconstructions with underscan did not noticeably improve the 
appearance of the images because large amounts of motion 
occurred throughout the scan. 

VII. SUMMARY 

In this paper, we have shown that motion artifacts in CT 
scans can be reduced by applying the magnification and shift 
model of CTX on a local basis. CTX was able to correct 
artifacts that were caused by motion that fit the algorithm's 
motion model. However, this model poorly describes motion 
in the chest. Based on MRI correction methods in which 
correction was performed on a local basis, we assumed that 
local correction could also be used in CT. As shown by 
our results, altering the correction parameters for some sub- 
region of an image did not create artifacts such as streaks that 
contaminated other sub-regions. Although we cannot prove 
that no new artifacts were created, the fact that corrected 
images contained fewer artifacts than uncorrected images 
indicates that additional artifacts, if present, are less visible 
than artifacts caused by motion. Therefore, our assumption 
appears to be true for the few cases that we have shown here. 
Because PSBP allows for different parameters for each local 
region's magnification-and-shift model, PSBP is inherently 
more flexible than correction methods that are based on some 
global, parametric motion model. 

To make PSBP useful, a method for estimating in-plane 
motion is required. Therefore, we developed a method for 
tracking the motion in the chest that used the acquired image 
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data. Although the motion-tracking method produced maps 
that enabled us to correct for motion, the method itself was 
not automated. Furthermore, application of the method was 
subjective, and we have no data on the reproducibility of the 
method’s results. For research purposes, the motion-tracking 
method described here served its purpose. However, to make 
PSBP clinically applicable, the tracking process should be 
automated using an algorithm such as those described in [19] 
or [20]. 

Computer-simulated projections were reconstructed with 
PSBP to evaluate the algorithm. In the computer simulations, 
PSBP reconstruction introduced some streaking which was 
removed with underscan. This streaking could be caused by the 
fact that we assumed correction could be performed locally, 
by the fact that interpolation occurs in the implementation, or 
by the fact that we did not take into account the relationship 
between object magnification and the cutoff frequencies of the 
reconstruction kernel. 

As shown by the corrections of the clinical images, some ar- 
tifacts remained in the volunteer images after correction. These 
artifacts may not have been corrected for several reasons. First. 
motions that are impossible to correct for may be occumng. 
One example of such a motion is rotation that occurs at an 
angular frequency that is similar to that of the X-ray source. 
Second, S-I motion could be occurring. As noted in Section I, 
PSBP is unable to correct for this type of motion; S-I motion is 
most likely the predominant source of the artifacts in the liver 
scans. Third, inaccuracies in the output of the motion tracking 
method could lead to errors. Inaccuracies could occur from our 
assumption that the center-of-mass of an object represented 
its position, or from our assumption that the position of an 
object in a halfscan represented its average position. While 
these effects may be occurring, the fact that artifacts were 
reduced in clinical images indicates that these inaccuracies 
are of secondary importance. 

In conclusion, we have shown that motion artifact correction 
can be performed on a local basis in CT. The ability to vary 
the correction parameters for individual pixels allows for better 
artifact correction than can be obtained with techniques that 
are based on global motion models. To further improve PSBP’s 
performance, we could automate the motion tracking method, 
and extend the algorithm so that local motions consisting of 
translations, magnifications, and rotations can be corrected. 
Finally, one could consider attempting to perform motion 
correction in three dimensions by combining PSBP with 
helical scanning; for this application, the ability to track motion 
in the S-I direction would need to be developed. With these 
improvements, PSBP could become a tool that is clinically- 
useful for some patients. 
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