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Purpose: Energy-resolved CT has the potential to improve the contrast-to-noise ratio �CNR�
through optimal weighting of photons detected in energy bins. In general, optimal weighting gives
higher weight to the lower energy photons that contain the most contrast information. However,
low-energy photons are generally most corrupted by scatter and spectrum tailing, an effect caused
by the limited energy resolution of the detector. This article first quantifies the effects of spectrum
tailing on energy-resolved data, which may also be beneficial for material decomposition applica-
tions. Subsequently, the combined effects of energy weighting, spectrum tailing, and scatter are
investigated through simulations.
Methods: The study first investigated the effects of spectrum tailing on the estimated attenuation
coefficients of homogeneous slab objects. Next, the study compared the CNR and artifact perfor-
mance of images simulated with varying levels of scatter and spectrum tailing effects, and recon-
structed with energy integrating, photon-counting, and two optimal linear weighting methods:
Projection-based and image-based weighting. Realistic detector energy-response functions were
simulated based on a previously proposed model. The energy-response functions represent the
probability that a photon incident on the detector at a particular energy will be detected at a
different energy. Realistic scatter was simulated with Monte Carlo methods.
Results: Spectrum tailing resulted in a negative shift in the estimated attenuation coefficient of slab
objects compared to an ideal detector. The magnitude of the shift varied with material composition,
increased with material thickness, and decreased with photon energy. Spectrum tailing caused
cupping artifacts and CT number inaccuracies in images reconstructed with optimal energy weight-
ing, and did not impact images reconstructed with photon counting weighting. Spectrum tailing did
not significantly impact the CNR in reconstructed images. Scatter reduced the CNR for all energy-
weighting methods; however, the effect was greater for optimal energy weighting. For example,
optimal energy weighting improved the CNR of iodine and water compared to energy-integrating
weighting by a factor of �1.45 in the absence of scatter and by a factor of �1.1 in the presence of
scatter �8.9° cone angle, SPR 0.5�. Without scatter correction, the difference in CNR resulting from
photon-counting and optimal energy weighting was negligible ��15%� for cone angles greater than
4.4° �SPR�0.3�. Optimal weights combined with deterministic scatter correction provided a 1.3
and 1.1 improvement in CNR compared to energy-integrating and photon-counting weighting,
respectively, for the 8.9° cone angle simulation. In the absence of spectrum tailing, image-based
weighting demonstrated reduced cupping artifact compared to projection-based weighting; how-
ever, both weighting methods exhibited similar cupping artifacts when spectrum tailing was simu-
lated. There were no statistically significant differences in the CNR resulting from projection and
image-based weighting for any of the simulated conditions.
Conclusions: Optimal linear energy weighting introduces artifacts and CT number inaccuracies due
to spectrum tailing. While optimal energy weighting has the potential to improve CNR compared to
conventional weighting methods, the benefits are reduced as scatter increases. Efficient methods for
reducing scatter and correcting spectrum tailing effects are required to obtain the highest benefit
from optimal energy weighting. © 2010 American Association of Physicists in Medicine.
�DOI: 10.1118/1.3301615�
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I. INTRODUCTION

Photon-counting detectors with energy-resolving capabilities
enable optimal weighting of photons based on energy.1–9

Conventional detectors, which integrate the detected signal,

weight each photon proportionally to its energy. Detectors
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that count photons weight all photons equally. Both counting
and integrating weighting schemes are suboptimal, as gener-
ally the low-energy photons carry the most contrast informa-
tion.
The optimal energy weighting scheme for x-ray projection
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imaging is to weight the data in each energy bin proportion-
ally to the contrast-to-noise-variance ratio �CNVR� of the
projection data in that bin.1 This paper refers to the optimal
weights for projection data as “projection-based” weights. A
previous x-ray imaging study found that optimal energy
weighting improved the contrast-to-noise ratio �CNR� in an
x-ray projection by a factor of 1.4 compared to energy inte-
grating in the absence of scatter.7 In the presence of scatter,
weights calculated without considering scatter were subopti-
mal and the CNR improvement was reduced to a factor of
1.1. The study proposed modifying the projection-based
weights to account for scatter, which resulted in a 1.3 im-
provement in CNR compared to energy-integrating weight-
ing.

Applying the optimal projection-based weights to CT re-
quires weighting and combining the energy-bin data prior to
log normalization. Previous works applied the optimal
projection-based weights to CT and found that the CNR in
the reconstructed images improved by factors of 1.1–1.6 de-
pending on the task.2,4–6 Because optimal weighting gives
more weight to low-energy photons, beam hardening arti-
facts also increased.3

Beam hardening artifacts can be reduced if the energy-bin
data are weighted and combined after log normalization.7,9

Conceptually, this weighting scheme is equivalent to recon-
structing separate images from each energy bin and then per-
forming an optimal linear combination of the energy-bin im-
ages. The optimal weight for each energy-bin image is
proportional to the CNVR in the image. This optimal
“image-based” weighting scheme provided CNR improve-
ment similar to optimal projection-based weights with re-
duced beam hardening artifacts.9 A nonlinear combination of
reconstructed energy-bin images was previously proposed to
facilitate material decomposition in the image domain.10 The
decomposed basis images can then be used to reconstruct
monoenergetic images with reduced beam hardening arti-
facts.

Previous studies of optimal energy weighting in CT did
not consider realistic effects such as scatter and the contami-
nation of low-energy bins from high-energy photons due to
the nonideal detector response known as spectrum tailing.
Both scatter and spectrum tailing are energy-dependent ef-
fects that more heavily impact low-energy bins. Since opti-
mal energy weighting generally gives more weight to the
low-energy photons, these effects are expected to be ampli-
fied by optimal energy weighting.

This paper investigates the combined effects of energy
weighting, scatter, and spectrum tailing in CT imaging
through simulations. In order to better understand the effects
of spectrum tailing on the measured projection data, the pa-
per first studies the effects of spectrum tailing on the esti-
mated attenuation coefficients of homogeneous slab objects.
While the focus of this paper is improved reconstruction of
conventional CT images, the results of this study may be
beneficial for material decomposition applications. The per-
formance of energy weighting in the presence of spectrum
tailing, scatter, and scatter correction is then investigated,

with spectrum tailing and scatter considered both individu-
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ally and in combination. A range of scattering conditions is
simulated in order to determine the conditions at which the
benefit of optimal energy weighting becomes negligible. For
all simulations, both optimal image and projection-based lin-
ear weighting methods are investigated and compared.

II. METHODS AND MATERIALS

II.A. Theoretical considerations

Realistic energy-resolving detectors separate incoming
photons into discrete energy bins.2,11,12 For CT imaging, the
energy-bin data are weighted and combined either before log
normalization �projection-based weighting�, as is the case for
x-ray projection imaging, or after log normalization �image-
based weighting�. A brief review of optimal energy weight-
ing is presented, followed by a derivation of the effects of
spectrum tailing and scatter.

II.A.1. Projection-based weighting

The optimal linear weights for maximizing the CNR in an
x-ray projection are proportional to the CNVR of the projec-
tion data in each energy bin.1 In other words, the weights are
proportional to the difference between the number of photons
detected by a ray traveling through a background material
and a ray traveling through the background material with an
embedded contrast element, and inversely proportional to the
noise in the projection measurement.

The CNVR of the projection data can be calculated em-
pirically from the energy-bin data, although this measure-
ment may be difficult to perform in practice. For projection
data, the CNVR is independent of the number of incident
photons and the size of the background object and therefore
can be calculated analytically. In the absence of scatter, the
optimal projection-based weights can be calculated for a spe-
cific task using a table of attenuation coefficients and the
following equation:4

wi =
1 − e−��c,i−�b,i�d

1 + e−��c,i−�b,i�d
, �1�

where �c,i and �b,i are the average attenuation coefficients of
the contrast element and background material, respectively,
for the energy range of the ith bin, and d is the size of the
contrast element. Approximate weights were proposed that
do not require knowledge of the specific task.4,6

II.A.2. Image-based weighting

A different approach for optimal linear energy weighting
in CT is to weight and combine the energy-bin data after log
normalization in order to reduce beam hardening artifacts. In
this case, the optimal weights wi are proportional to the
CNVR of the reconstructed energy-bin images, as described

9
in Eq. �2�,
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wi �
��c,i − �b,i�

�i
2 =

Ci

�i
2 . �2�

The numerator in Eq. �2� reflects the contrast in the ith re-
constructed energy-bin image and the denominator �i

2 re-
flects the noise variance.

The contrast in each energy-bin image can be calculated
from tables of attenuation coefficients, approximated by ana-
lytical equations, or measured from regions of interest
�ROIs� in the reconstructed energy-bin images. The energy-
dependence of the noise, which in CT depends on the inci-
dent beam and the object, is measured either from the num-
ber of detected photons in each view or from ROIs in the
reconstructed images.9 Therefore, the noise is measured from
the data, while the contrast is more easily determined from
tables of attenuation coefficients or analytical approxima-
tions.

II.A.3. Spectrum tailing

Ideally, the detected energy of an incident photon is equal
to the true photon energy. In reality, several effects in the
detection process limit the ability of the detector to resolve
the true photon energy.5,13–17 One effect is the stochastic gen-
eration of electron-hole pairs in the detector, while a second
effect is incomplete charge collection due to the trapping of
holes. A third effect is charge sharing between neighboring
pixels, which occurs when the energy deposited by an in-
coming photon is distributed between two detector pixels,
resulting in each pixel measuring a lower energy photon. A
fourth effect occurs when a K-fluorescence photon emitted
during photoelectric absorption leaves the active pixel vol-
ume, causing the measured photon energy to be lower than
the true energy. Pulse pile-up, an effect which is not consid-
ered in this paper, occurs when the pulses generated by mul-
tiple detected photons overlap, causing the photons to be
detected as one high-energy photon. The effects of pulse-pile
can be reduced by keeping the photon fluence below the
count rate limitations of the detector.

When these detector nonidealities are present, the detector
response has a Gaussian-shaped distribution around the true
photon energy, a second Gaussian distribution with peak cen-
tered at the photon energy minus the K-fluorescence energy
of the detector materials, and a nearly constant tail over the
low energies due to charge sharing.13 The specific shape of
the detector response for a particular detector material de-
pends on the energy of the incoming photon. Schlomka
et al.13 measured the energy response of a CdTe detector
array at a synchrotron facility and developed a phenomeno-
logical model of the energy-dependent detector response.
Figure 1 displays the detector response functions estimated
by the Schlomka model for incident photon energies of 30,
45, 60, and 75 keV. The response curves are normalized to
have an area of 1, thus the curves represent the probability
that a detected photon at incident energy E� will be recorded
as having energy E. By normalizing to 1, the assumption is
made that all photons are detected. Nonideal detection effi-

ciency can be modeled as a separate energy-dependent
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weighting factor.16,17 Since the overall trend described in
these curves is a low-energy tail of the detected photon en-
ergy �i.e., high-energy photons being detected as low-energy
photons� this response is also referred to as spectrum
tailing.5,15

In order to understand the effects of spectrum tailing on
the measured signal, it is helpful to consider a polyenergetic
pencil beam of photons traveling through a slab of linear
attenuation coefficient ��E� and thickness t. If the pencil
beam has a spectrum of No�E� incident on the slab, the spec-

trum detected behind the slab N̂�E� is

N̂�E� =� No�E��e�−��E��t�R�E,E��dE�, �3�

where R�E ,E�� is the detector response function describing
the probability of a photon at incident energy E� being de-
tected at energy E �assuming that all photons incident on the
detector are detected�, as plotted in Fig. 1. The integral in Eq.
�3� describes a shift-variant convolution over energy, with
R�E ,E�� representing the energy-dependent convolution ker-
nel.

The estimated attenuation coefficient �̂�E� is

�̂�E� = − ln� N̂�E�
	No�E��R�E,E��dE�

·
1

t

 , �4�

where the denominator represents the detected raw-beam,
which is also convolved by the nonideal detector response.

In photon-counting detection, all photons detected above
a counting threshold are weighted equally and combined to
form the final measurement. If all incoming photons are
counted, the photon-counting measurement is unaffected by
spectrum tailing. This is also evident in Eq. �3� because the
detector response functions R�E ,E�� are normalized to have
an area of 1 for each incident photon energy E�, and photon-

counting detection essentially integrates N̂�E� over all de-
tected energies E. In practice, some discrepancy will occur
when two neighboring pixels count the same photon due to
charge sharing and when a nonzero counting threshold is
used to reject scatter and electronic noise.

The effects of spectrum tailing are more complex for
energy-resolving detectors. The number of photons detected

at energy E, N̂�E�, can be decomposed into the number of

FIG. 1. Detector response functions modeled by Schlomka et al. �Ref. 13�
for incident photons of 30, 45, 60, and 75 keV.
photons incident on the detector at the energy E, N�E�, plus
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an offset �N�E�. The offset accounts for the number of pho-
tons erroneously detected at E and the number of photons
with original energy E erroneously detected at other ener-
gies. Similarly, the number of raw-beam photons detected at
energy E is equal to the number of photons incident on the
detector No�E� with an offset �No�E�, reflecting the contri-
butions to and from other energies. The true transmission
fraction of the object is T=N�E� /No�E�, while the estimated

transmission for the nonideal detector T̂�E� is

T̂�E� =
N̂�E�

N̂o�E�
=

N�E� + �N�E�
No�E� + �No�E�

. �5�

If the estimated transmission is higher than the true transmis-
sion, the reconstructed object will appear less attenuating.
This will occur under three conditions:

�N�E�,�No�E� � 0,
�N�E�
�No�E�

�
N�E�
No�E�

,

�N�E�,�No�E� � 0,
�N�E�
�No�E�

�
N�E�
No�E�

,

�N�E� � 0, �No�E� � 0.

If the estimated transmission is lower than the true trans-
mission, the reconstructed object will appear more attenuat-
ing. Since high-energy photons will be detected in lower
energy bins, the noise in the reconstructed energy-bin images
is expected to decrease for low energies and increase for high
energies. As described in Eqs. �3� and �4�, the magnitude of
these effects depends on the incident spectrum, the object
size and composition, as well as the binning and weighting
of the energy data.

Since spectrum tailing is expected to affect both the con-
trast and noise variance in the energy-bin data, projection-
based and image-based weights calculated assuming ideal
conditions will no longer provide optimal CNR. In the case
of image-based weighting, the weights calculated using Eq.
�2� will be suboptimal because although the weights account
for the noise in the data, the change in contrast due to spec-
trum tailing is not modeled. For a particular energy bin, the
optimal weights can be calculated by measuring the contrast
and noise variance in the reconstructed energy-bin images.

II.A.4. Scatter

The effects of scatter on the optimal projection-based and
image-based weights can be described analytically. In the
presence of scatter, projection-based weights calculated us-
ing Eq. �1� are suboptimal because the weights no longer
reflect the CNVR in each energy bin. Scatter does not affect
the difference between ray measurements through the back-
ground and contrast element, if the reasonable assumption is
made that both rays measure the same average scatter signal.
The noise variance in the projection increases with the de-

tected scatter signal because more photons are detected. By
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neglecting the increased noise at low energies due to scatter,
weights calculated using Eq. �1� give too much weight to
low-energy photons.

The optimal projection-based weights in the presence of
scatter, optimized to maximize CNR, can be expressed
through a modification of Eq. �1� to reflect the CNVR, as
described in Eq. �6�.7

wi �
1 − e−��c,i−�b,i�d

1 + e−��c,i−�b,i�d + 2 · SPRi
, �6�

where SPRi is the ratio of scattered to primary photons de-
tected in the ith energy bin. The modification in Eq. �6� re-
duces the weight of bins with high scatter-to-primary ratio
�SPR�.

To understand the effects of scatter on image-based
weighting, the CNVR of the reconstructed images in the
presence of scatter must be considered. As the SPR in-
creases, the contrast in a CT image decreases according to
Eq. �7�.18

Ĉ = ��b − �c� +
1

d
ln�1 + SPR · e�−��b−�c�d�

1 + SPR

 . �7�

As derived in the Appendix, if ���b−�c�d��1 and

�SPR��b−�c�d��1, the contrast in the presence of scatter Ĉ
is related to the contrast in the absence of scatter C by the
following equation:

Ĉ = C� 1

1 + SPR

 . �8�

As the number of scattered photons increases, the noise
variance in a CT image decreases according to the approxi-
mate relationship19

�̂2 = �2� 1

1 + SPR

 , �9�

where �2 is the noise variance in the absence of scatter and
�̂2 is the variance in the presence of scatter.

The optimal image-based weights in the presence of scat-

ter are proportional to the ratio of Ĉ to �̂2, yielding the result
that the optimal image-based weights are independent of
scatter �i.e., weights optimized in the absence of scatter are
optimal for all scatter conditions�.

If the contrast is estimated from tables, which do not ac-
count for scatter, but the noise is measured from the data,
which includes scatter, weights proportional to C / �̂2 will be
suboptimal. Because scatter reduces the noise variance, the
suboptimal weights will give too much weight to the low-
energy photons. Optimal weights can be calculated by ad-
justing the contrast estimate based on the scatter level.

wi �
��c,i − �b,i�

�̂i
2�1 + SPRi�

. �10�

In summary, image-based and projection-based weights
calculated without considering scatter will be suboptimal.
Weights optimal in the presence of scatter can be calculated

through measurements of contrast and noise in the data. If
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such measurements are not feasible, the optimal weights can
be calculated using Eq. �6� for projection-based weighting
and Eq. �10� for image-based weighting, assuming an avail-
able estimate of the SPR in each energy bin.

If an estimate of the SPR in each energy bin is available,
it is preferable to first correct for the deterministic effects of
scatter by subtracting the estimated scatter signal. An ideal
deterministic scatter correction will recover the contrast in
the CT image, eliminate cupping artifacts due to scatter, but
increase noise.20 The net effect is an increase in CNR. In the
case of scatter corrected images, the optimal weights are still
proportional to the CNVR. For an ideal scatter correction
that removes the mean scatter signal, the contrast can be
determined from tables, while the noise is measured from the
energy-bin data.

II.B. Simulation studies—Spectrum tailing and the
estimated attenuation coefficient

In order to understand the combined effects of energy
weighting and spectrum tailing, this paper first quantifies the
effects of spectrum tailing on the estimated attenuation coef-
ficient of homogeneous slab objects as discussed in Sec.
II A 3.

The noiseless transmission of a polyenergetic pencil beam
through homogeneous slabs of water and 0.75 mg / �cm3� io-
dine was simulated. Slab thicknesses of 2–40 cm were simu-
lated. The x-ray beam was simulated with a 120 kVp spec-
trum filtered with 6 mm of Al using the TASMIP software.21

The spectrum was sampled from 20 to 120 keV at 1 keV
intervals. The detector response functions derived by Schlo-
mka et al.13 were modeled discretely at 1 keV intervals with
each response function normalized to have a sum of 1. The
shift-variant convolution of the detected spectrum by the
energy-dependent response functions was calculated dis-
cretely for the slab objects and used to estimate the attenua-
tion coefficient �̂�E� as described in Eq. �11�. The estimated
attenuation coefficients were compared to the true attenua-
tion coefficient at 1 keV intervals for each slab thickness and
composition.

�̂�Ek� = − ln�� j=20
120 No�Ej��e

�−��Ej��t�R�Ek,Ej��
�120 No�E��R�Ek,E��


 ·
1

t
. �11�

TABLE I. Simulated system specifications.

Number of pixels �axial� transverse�
Pixel size

Source-to-isocenter distance
Source-to-detector distance

Number of views
Spectrum

m As
Cone angles

Energy-bin ranges
j=20 j j
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II.C. Simulation studies—Energy weighting, spectrum
tailing, and scatter

Simulation studies were performed to compare the CNR
and artifact level of CT images reconstructed with energy-
integrating, photon-counting, projection-based, and image-
based weighting for varying scatter conditions and spectrum
tailing effects. The effects of spectrum tailing were first stud-
ied assuming scatter-free conditions. Next the effects of scat-
ter were studied assuming an ideal detector response. Finally,
the combined effects of spectrum tailing, scatter, and energy
weighting were investigated.

II.C.1. System configuration

The simulated CT system was based on a C-arm CT ge-
ometry whose scatter performance was previously studied.18

The system specifications are listed in Table I. The simulated
phantom was a 20-cm-diameter water cylinder of 20 cm
length. The cylinder contained a 2-cm-diameter spherical
contrast element of 7.5 mg /cm3 iodine. The contrast ele-
ment was located on the central slice of the phantom and 4
cm from the phantom center.

All simulations modeled a 120 kVp spectrum sampled at
1 keV intervals between 20 and 120 keV. The number of
raw-beam photons incident on each detector pixel was cal-
culated assuming the estimated raw-beam photon fluence of
a typical 120 kVp, 250 m As scan.22 For the simulations
investigating spectrum tailing, the detector response func-
tions of Schlomka et al.13 were modeled as described in Sec.
II B. The count rate and efficiency of the detector were as-
sumed to be unlimited. To simulate a more realistic energy-
resolving detector, all simulations binned the detected pho-
tons into five bins whose ranges are listed in Table I and
whose performance was previously studied.4 Because
photon-counting detectors are expected to have negligible
electronic noise, only noise due to photon-counting statistics
was simulated.23 All simulations were repeated ten times.

II.C.2. Spectrum tailing

The effects of spectrum tailing combined with energy
weighting were first investigated assuming scatter-free con-
ditions. Monoenergetic primary projections were analytically
simulated at 20–120 keV in 1 keV increments. Because Pois-

80�1600
0.25�0.25 mm2

103.3 cm
165.3 cm

500
120 kVp, 6 mm Al

250
0.6°, 1.1°, 2,2°, 4.4°, 6.5°, 8.9°

�20–35�, �35–45�, �45–60�, �60–90�, �90–120� keV
son noise is caused by the stochastic processes of photon
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generation and transmission, photon noise was simulated
prior to convolution of the projection data with the energy-
response functions. The simulation methods employed the
following steps:

�1� Mean number of detected primary photons analytically
calculated for monoenergetic x-rays;

�2� Poisson noise simulated based on mean number of de-
tected photons;

�3� Shift-variant convolution across energy performed with
energy-response functions R�E ,E��; and

�4� Monoenergetic data binned into five discrete energy bins
defined in Table I.

Overall, for each detector pixel along a ray path l, the

number of photons detected in the ith energy bin N̂i was
calculated as

N̂i = �
k=1

Mi

�
j=20

120

poiss�No�Ej��e
−	��l,Ej��dl�R�Ek,Ej�� , �12�

where Mi represents the number of energies combined in the
ith energy bin and poiss�	� is a Poisson random variable
with mean and variance equal to 	.

II.C.3. Scatter simulations

CT data with realistic scatter effects was generated
through a previously described combination of Monte Carlo
and analytical simulations.24 A range of scattering conditions
was simulated by varying the full cone angle from 0.6° to
8.9°. For each of the studied cone angles listed in Table I,
Monte Carlo simulation software �GEANT 4� �Ref. 25� tracked
the transport of 15�109 photons. Since the object is rota-
tionally symmetric �except for the contrast element which
has a negligible effect on scatter�, a projection at one view
angle was simulated to characterize the scatter at all view
angles. The Monte Carlo simulations were performed on a
160 node high-performance computing cluster.

The simulated detector sorted the incoming photons into
1-keV-wide energy bins between 20 and 120 keV. In order to
increase the number of detected counts in each pixel, and
because the mean scatter signal contains primarily low fre-
quencies, the detector in the Monte Carlo simulations was
binned to 1�1 mm2 pixels. For each detector pixel and en-
ergy bin, the number of detected primary and scattered pho-
tons was stored.

The mean scatter projection in each of the 1-keV-wide
energy bins was determined by denoising the Monte Carlo
results with the Richardson–Lucy fitting algorithm.26 For
each 1 keV energy bin, the mean scatter projection was lin-
early interpolated across the detector pixels to match the
0.25�0.25 mm2 detector sampling of Table I and normal-
ized to reflect the photon fluence simulated in the analytical
simulations.

To summarize, CT data assuming an ideal detector re-
sponse and realistic scatter was simulated with the following
steps:
�1� Scatter simulated through Monte Carlo methods;
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�2� Mean scatter signal estimated by denoising Monte Carlo
data;

�3� Mean number of detected primary photons analytically
calculated for monoenergetic x rays;

�4� Mean number of detected primary and scatter photons
combined for each energy;

�5� Poisson noise added based on the mean number of de-
tected photons; and

�6� Monoenergetic data binned into five discrete energy bins
defined in Table I.

For each detector pixel, the number of photons detected in
the ith energy bin was

N̂i = �
k=1

Mi

poiss�No�Ek��e
−	��l,Ek��dl + Ns�Ek��� , �13�

where Ns�Ek�� is the number of scattered photons incident on
the detector pixel with energy Ek�.

To study the effects of scatter correction, projections were
simulated after an ideal scatter correction that subtracted the
mean scatter signal in each energy bin. The mean scatter
signal, which in practice can only be estimated, was avail-
able from the Monte Carlo simulation results.

II.C.4. Combined spectrum tailing/scatter
simulations

CT data was simulated including both the effects of scat-
ter and spectrum tailing assuming an 8.9° cone angle. The
overall simulation steps were

FIG. 2. The true linear attenuation coefficient of water compared to the
attenuation coefficient estimated in the presence of spectrum tailing for
varying material thicknesses.

FIG. 3. The ratio of the estimated to true attenuation coefficients of water

and iodine for a 20 cm slab thickness.



1062 Taly Gilat Schmidt: Energy weighting, scatter, and spectrum tailing 1062
�1� Scatter simulated through Monte Carlo methods;
�2� Mean scatter signal estimated by denoising Monte Carlo

data;
�3� Mean number of detected primary photons analytically

calculated for monoenergetic x rays;
�4� Mean primary and scatter signals combined for each en-

ergy;
�5� Poisson noise added based on the mean number of de-

tected photons;
�6� Shift-variant convolution across energy performed with

energy-response functions R�E ,E��; and
�7� Monoenergetic data binned into five discrete energy bins

defined in Table I.

For each detector pixel, the number of photons detected in
the ith energy bin was

N̂i = �
k=1

Mi

�
j=20

120

poiss�No�Ej��e
−	��l,Ej��dl + Ns�Ej���R�Ek,Ej�� .

�14�

II.C.5. Energy weighting

The following energy weighting methods were applied to
the simulated data: Energy-integrating, photon-counting,
projection-based weighting �PB� calculated using Eq. �1�,
image-based weighting �IB� calculated using Eq. �2�, and
image-based weights optimized for the true imaging condi-
tions by measuring the contrast and noise in each recon-
structed energy-bin image �IBopt�. The optimal image and
projection-based weights for ideal conditions were calculated
assuming the average attenuation coefficients of water and
iodine in the energy range of each bin.27

For energy-integrating, photon-counting and optimal
projection-based weighting, the energy-bin data were com-
bined prior to log normalization, resulting in the line integral
in the ith energy bin of a particular detector pixel equal to

TABLE II. Applied energy weighting methods.

Weighting method Weights

Integrating E
Counting 1
PB Equation �1�
IB Equation �2�
IBopt �Cmeasured /�measured

2

FIG. 4. Central horizontal profile through images reconstructed from the fi
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�PB = − ln� �i=1
B wi · N̂i

�i=1
B wi · N̂o�i�


 , �15�

where B is the number of energy bins.
For linear image-based weighting, the energy-bin data

were combined after log normalization resulting in an esti-
mated line integral of

�IB = �
i

B

− wi · ln� N̂i

N̂o�i�

 . �16�

Table II summarizes the applied weighting methods.

II.C.6. Image reconstruction and analysis

For all simulations, data from the central slice of the
phantom were reconstructed with filtered backprojection
onto an image with 440�440 pixels of size 0.5�0.5 mm2.
ROIs of 25�25 pixels were extracted from the contrast el-
ement and from the water background, both ROIs centered 4
cm from isocenter. The CNR was calculated from the mean
and standard deviation in the ROIs, and averaged across the
ten trials for each simulated case.

The cupping artifacts in the reconstructed images were
quantified with a percent cupping metric.

%cupping = 100 ·
�edge − �center

�edge
. �17�

Reconstructed images were converted to Hounsfield units
�HU� using Eq. �18�, which assumes an attenuation of water
�water, equal to 0.2 cm−1. Based on this conversion, the re-
constructed HU value of water varied depending on the en-
ergy weighting scheme.

HU = 1000 ·
� − �water

�water
. �18�

umber of energy bins Width of energy bins

101 1 keV
101 1 keV
5 Table I
5 Table I
5 Table I
N

ve energy bins simulated with ideal and spectrum tailing conditions.
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Statistically significant differences between the CNR and
cupping artifacts resulting from the different weighting
methods or simulation conditions were determined using
T-tests, with significance defined as p�0.01.

III. RESULTS

III.A. Spectrum tailing and the estimated attenuation
coefficient

Figure 2 plots the true energy-dependent attenuation co-
efficient of water compared to attenuation coefficients esti-
mated from data simulated with spectrum tailing for varying
slab thicknesses, as described in Eq. �11�. At low energies,
spectrum tailing causes the estimated attenuation of water to
be lower than the true value. The magnitude of the negative
shift in attenuation coefficient increases with slab thickness.
As energy increases, the discrepancy between the estimated
and true attenuation coefficients decreases. Similar trends
were observed for slabs of iodine. Figure 3 plots the ratio of
the estimated to true attenuation coefficients of water and
iodine for the 20 cm slab thickness. At 35–60 keV, the esti-
mated attenuation coefficient of iodine is reduced by a larger
factor than that of water, which indicates that spectrum tail-
ing will also cause a reduction in contrast between the two
materials. Overall, spectrum tailing causes an underestima-
tion of the attenuation coefficient, and the error increases
with material thickness and decreases with energy.

1 2 3 4 5
0

100

200

300

Energy Bin

H
U

Contrast − Ideal
Contrast − Spect. Tailing
Noise − Ideal
Noise − Spect. Tailing

FIG. 5. Contrast and noise in energy-bin images simulated with ideal and
spectrum tailing conditions.

FIG. 7. Comparison of profiles of images reconstructed with photon-coun

conditions.

Medical Physics, Vol. 37, No. 3, March 2010
III.B. Energy weighting, spectrum tailing, and scatter

III.B.1. Spectrum tailing

In order to understand the effects of spectrum tailing on
images reconstructed with different energy-weighting
schemes, it is helpful to consider images reconstructed from
each energy bin. Figure 4 compares the central horizontal
profile through the reconstructed energy-bin images simu-
lated with ideal and spectrum tailing conditions. For the low-
energy bins, spectrum tailing causes a negative shift in the
reconstructed values, with the lowest energy bin having the
largest shift. The shifts are negligible for the higher energy
bins. The two lowest energy bins also demonstrate increased
cupping and reduced noise due to spectrum tailing.

Figure 5 plots the contrast and noise in the energy-bin
images for ideal data and data simulated with spectrum tail-
ing. This plot indicates that spectrum tailing decreases the
contrast and noise at low energies. The image-based weights
for each energy bin are plotted in Fig. 6. Weights optimized
for ideal conditions �IB-ideal� are plotted. Also plotted are
weights that use Eq. �2� for calculating the weights in the
presence of spectrum tailing by estimating contrast from
tables and noise from the data �IB-spectrum tailing�, and
weights optimized specifically for spectrum tailing by esti-
mating contrast and noise from the data �IBopt-spectrum tail-
ing�. In general, optimal image-based weights in the pres-
ence of spectrum tailing give more weight to the low energy
bins compared to weights optimized for ideal conditions.

1 2 3 4 5
0

0.2

0.4

0.6

Energy Bin

W
ei

gh
ts

IB − ideal
IB − spectrum tailing
IB

opt
− spectrum tailing

FIG. 6. Comparison of image-based weights calculated for ideal conditions
�IB-ideal�, spectrum tailing conditions using Eq. �2� �IB-spectrum tailing�,
and weights optimized for spectrum tailing by measuring both the contrast
and noise in the energy-bin images �IBopt-spectrum tailing�.

projection-based, and image-based weights for ideal and spectrum tailing
ting,
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Since the optimal weights for spectrum tailing did not pro-
vide a statistically significant improvement in CNR or cup-
ping artifacts compared to weights calculated with Eq. �2�,
all subsequent results assume image-based weights calcu-
lated with Eq. �2� �IB-spectrum tailing� unless otherwise
specified.

Figure 7 compares profiles of images reconstructed with
photon-counting, image-based weighting, and projection-
based weighting for ideal and spectrum tailing conditions. As
demonstrated in Fig. 7, spectrum tailing does not affect the
photon-counting image, but introduces cupping and a posi-
tive shift in CT numbers in the image-based weighting im-
age. Spectrum tailing causes a negative shift in the CT num-
bers for projection-based weighting.

III.B.2. Scatter with and without spectrum tailing

Figure 8 plots the CNR as a function of cone angle for the
studied energy weighting methods without scatter correction
and without spectrum tailing. As seen in Fig. 8, increasing
scatter causes a reduction in CNR for all energy weighting
methods; however, the effect is larger for optimal energy
weighting. Therefore, the CNR benefit of optimal energy
weighting decreases as the scatter increases. Figure 9 plots
the CNR for integrating, counting, and image-based weight-
ing after ideal deterministic scatter correction. Table III com-
pares reconstructed CNR values for the five energy-
weighting methods and the four simulation conditions. The
listed values were averaged over the ten trials per simulation.
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FIG. 8. CNR in images reconstructed with integrating, counting, optimal
image, and projection-based weighting for a range of scatter conditions.
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FIG. 9. CNR in images reconstructed with integrating, counting, and image-
based weighting for a range of scatter conditions after ideal deterministic

scatter correction.
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General trends can be summarized from Figs. 8 and 9 and
Table III. In ideal scanning conditions, optimal energy
weighting provides a 1.4 and 1.2 improvement in CNR com-
pared to integrating and counting weighting, respectively.
Spectrum tailing did not significantly affect the CNR. Scatter
reduced the CNR in all cases, with the CNR reduced by 44%
for optimal energy weighting compared to 25% and 30% for
integrating and counting, respectively, for the 8.9° cone
angle simulation. The CNR values resulting from projection
and image-based weighting varied by less than 6% for all
cases.

Figure 10 displays images reconstructed with image-
based weighting for data simulated assuming ideal condi-
tions, spectrum tailing, scatter with an 8.9° cone angle, and
the combined effects of scatter and spectrum tailing. In all
cases, the image-based weights were calculated using Eq. �2�
�i.e., the weights were optimal only for the ideal case�. All
images are windowed to display CT numbers between 
250
and 250 HU.

The profiles of images reconstructed from photon-
counting, projection-based, and image-based weighting for
ideal, scatter, and combined scatter/spectrum tailing condi-
tions are plotted in Fig. 11, assuming an 8.9° cone angle.
Table IV compares the percent cupping artifacts for the five
weighting schemes and for the four simulation conditions.
The listed values were averaged over the ten trials per simu-
lation. For all three weighting methods, scatter increased the
cupping artifact, with projection-based weighting demon-
strating the overall highest cupping and image-based weight-
ing demonstrating the largest increase in cupping due to scat-
ter. The cupping artifacts were slightly reduced when
spectrum tailing and scatter were both present compared to
simulations modeling only scatter.

In ideal scanning conditions, image-based weighting pro-
vides negligible cupping artifacts ��1%�; however, when
spectrum tailing was present, photon counting, projection-
based, and image-based reconstructions exhibited 6% cup-

FIG. 10. Images reconstructed with image-based weighting under �a� ideal
conditions, �b� spectrum tailing, �c� scatter �8.9°�, and �d� combined scatter
and spectrum tailing effects. All images are windowed to display 
250 to
250 HU.
ping artifacts.
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IV. DISCUSSION AND CONCLUSIONS

Spectrum tailing caused a negative shift in the estimated
attenuation coefficients of slab objects at low energies as
displayed in Fig. 2. This effect occurs because high-energy
photons, which have higher transmission, are detected at
lower energies leading to an overall apparent increase in
transmission in the low-energy bins. This effect decreases
with increasing energy because the overall contribution from
higher energies decreases. The shift in attenuation coeffi-
cients becomes more negative with increased material thick-
ness, causing cupping artifacts similar to beam hardening
artifacts �Fig. 4�.

As hypothesized in Sec. II A 3, spectrum tailing had a
negligible effect on images reconstructed with photon-
counting weighting. Images reconstructed with image-based
weighting exhibited a positive shift in CT number and in-
creased cupping due to spectrum tailing, while images recon-
structed with projection-based weighting exhibited a nega-
tive shift in CT number. The negative shift in the projection-
based weighted images is expected because spectrum tailing
increases the apparent transmission fraction at low energies,
and projection-based weighting gives the most weight to
low-energy photons. Spectrum tailing did not increase the
cupping artifact in images reconstructed with projection-
based weighting �Table IV�. One possible explanation of this
result is that while spectrum tailing increases cupping, it also
causes projection-based weighting to erroneously give high
weight to high-energy photons thereby reducing beam hard-
ening effects.3 For image-based weighting, spectrum tailing
causes low energy-bin images to exhibit a negative shift in
HU value that increases with material thickness �Fig. 4�.
However, because spectrum tailing reduces the noise at low
energies �Fig. 5�, image-based weights give more weight to
the low-energy bins under conditions of spectrum tailing
compared to ideal conditions �see weights plotted in Fig. 6�.
Therefore, although the CT numbers are reduced for the low

TABLE III. Reconstructed CNR.

Integrating

Ideal 7.5
Spectrum tailing N/A
Scatter �8.9° cone angle� 5.6
Spectrum tailing and scatter N/A

FIG. 11. Comparison of profiles of images reconstructed with photon-count
scatter/spectrum tailing conditions.
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energy-bin images, the low energy bins are given more rela-
tive weight, resulting in the overall effect of a positive shift
in CT number. Spectrum tailing did not significantly affect
the reconstructed CNR for any of the studied weighting
methods.

In general, image and projection-based energy weighting
improved the CNR compared to energy-integrating and
photon-counting weighting, but the benefit decreased as the
scatter increased. In the absence of scatter, optimal energy
weighting provided a 1.2 fold increase in CNR compared to
photon counting. However, the CNR improvement was neg-
ligible ��15%� for cone angles greater than 4.4°, assuming
no scatter correction. For reference, the 4.4° and 8.9° cone
angle simulations represent SPRs of 0.3 and 0.5, respectively
�SPR calculated from the Monte Carlo results assuming
energy-integrating weighting�. Overall, the results of the
scatter simulations indicate that scatter should be reduced as
much as possible through acquisition and correction methods
in order to obtain the maximum benefit from optimal energy
weighting.

When both scatter and spectrum tailing effects were simu-
lated, the reconstructed images exhibited slightly improved
CNR ��1.1–1.3 fold� and reduced cupping ��0.8–1 fold�
compared to simulations that modeled only scatter effects.
This result suggests that spectrum tailing slightly mitigates
the effects of scatter. While this conclusion requires addi-
tional study, one explanation is that spectrum tailing reduces
the SPR in the low energy bins by contributing photons from
higher energies that have lower SPR.

In the absence of spectrum tailing, image-based weighting
demonstrated reduced cupping artifact compared to
projection-based weighting. When spectrum tailing was
simulated, both weighting methods exhibited similar cupping
artifacts. There were no statistically significant differences in
the CNR resulting from projection and image-based weight-
ing for any of the simulated conditions.

Counting PB IB IBopt

8.9 11.0 10.6 10.6
8.9 10.1 10.5 10.3
6.3 5.8 6.0 6.5
6.9 7.4 6.9 7.3

rojection-based, and image-based weights for ideal, scatter, and combined
ing, p
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Image-based weights optimized for the specific imaging
condition provided a negligible ��1.1 fold� improvement in
CNR for the 8.9° cone angle simulation, but no statistically
significant improvement in CNR or cupping when spectrum
tailing was present. Therefore, image-based weights calcu-
lated using Eq. �2� will likely be reasonable for most appli-
cations.

In conclusion, optimal energy weighting introduces arti-
facts and CT number inaccuracies when the realistic detector
effects of spectrum tailing are simulated. While optimal lin-
ear energy weighting has the potential to improve CNR com-
pared to conventional weighting methods, the benefits are
reduced as the scatter increases. Efficient methods for reject-
ing scatter and for correcting scatter and spectrum tailing
effects are required to obtain the highest benefit from optimal
energy weighting.
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APPENDIX: DERIVATION OF THE APPROXIMATE
RELATIONSHIP BETWEEN CONTRAST AND
SPR

The contrast in a CT image is defined as the difference
between the reconstructed attenuation coefficients of two
materials. The relationship between the reconstructed con-

trast Ĉ, the SPR, and the contrast in the absence of scatter C
is given in Eq. �A1� �Ref. 18�

Ĉ = C +
1

d
ln� �1 + SPR · e−Cd�

1 + SPR

 ,

C = �b − �c, �A1�

where �b and �c are the true attenuation coefficients of a
background material and contrast element, respectively, and
d is the length of the contrast element.

Equation �A1� can be rewritten as

Ĉ = C�1 +
1

Cd
�ln�1 + SPR · e−Cd� − ln�1 + SPR��
 . �A2�

TABLE IV. Percent cupping artifact �Eq. �17��.

Integrating

Ideal 4.1
Spectrum tailing N/A
Scatter �8.9° cone angle� 14.9
Spectrum tailing and scatter N/A
If �Cd��1, then Eq. �A2� is approximated by
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Ĉ � C�1 +
1

Cd
�ln�1 + SPR − SPR · Cd� − ln�1 + SPR��
 .

�A3�

Furthermore, if SPR· �Cd��1,

ln�1 + SPR − SPR · Cd� � ln�1 + SPR�

− SPR · Cd · �ln x���x=1+SPR.

�A4�

Substituting Eq. �A4� into Eq. �A3� yields

Ĉ � C�1 +
1

Cd
ln�1 + SPR� −

SPR · Cd

1 + SPR
− ln�1 + SPR��


= C� 1

1 + SPR

 . �A5�

A previous study provided a different approximation for Ĉ
that requires that SPR�1.19 The approximation in Eq. �A5�
is more accurate for larger SPR values as it requires only
SPR· �Cd��1.

In the presented simulation studies, the highest SPR was 6
�lowest energy bin of the 8.9° cone angle simulation�. In this
case, the contrast between iodine and water predicted by Eq.
�A1� was 0.0049, the contrast estimate by Eq. �A5� was
0.0051, and the measured contrast was 0.0043.
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